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Abstract. The richer data models of object relational databases opens

many more options for the logical design of a database schema increasing

the complexity of logical database design enormously. Focusing on gen-

eralization constructs of conceptual models we explore the performance

implications of the various design alternatives for mapping generaliza-

tions into the schema of an object-relational database system.

1 Introduction

Database Design is the process to transform the results of the requirements anal-
ysis into a database schema of a specific database management system (DBMS).
The process starts with creating a conceptual model based on the results of
the requirements analysis. The conceptual data model presents the structure of
data, constraints and relationships in a high-level graphical notation, indepen-
dent of the physical storage structures and independent of the particularities
of the target DBMS. Popular notations for a conceptual model are the Entity
Relationship model [Che76]) and the Unified Modelling Language [Obj02].

The next step is to choose a specific DBMS and derive a logical schema from
the conceptual model using a well-defined set of various transformation rules.
Entities are mapped to relations, primary and foreign keys are identified and re-
lationships between data are dissolved. When making decisions between different
mapping possibilities the designer must take into account the characteristics of
the DBMS as well as prospective data volumes and transaction profiles. For rela-
tional DBMS this process is well understood and topic of several textbooks. Well
established design procedures guide the designer to a good logical schema. For
object-relational DBMS such design procedures are not yet proposed. This paper
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Figure 1. UML example model

is a step towards such design recommendations. Object-relational databases of-
fer a much more complex data model including generalization/inheritance, user
defined types, complex types, etc. The decision space for the designer increased
tremendously because of the increased complexity of the data models. The im-
plications of design choices on the performance of the target information systems
are great but not yet well understood.

In this paper we aim at contributing to the development of a design process
supporting the designer in making the decisions for mapping a conceptual schema
into a logical schema of an object-relational DBMS. We focus on a specific aspect:
how to map generalizations of UML diagrams to the object-relational schema. We
describe the various alternatives and investigate the performance implications
of the different choices through a series of benchmarks.

2 Mapping alternatives for generalization

In this section we discuss the various ways for mapping a generalization to an
object-relational data model. Our running example is given in figure 1. The figure
shows a sample for specialization/generalization based on the personnel structure
of a bank. The superclass is a general person, with a personal number, a name
and a birthdate. We have two specializations: a customer with the attributes
account and balance and a clerk with the attributes salary and department.

There are seven different possibilities for mapping a generalization to rela-
tions. Most of them are similar to relational solutions except those using inheri-
tance offered by the DBMS. A generalization can be disjoint or overlapping and
total or partial. We will show 4 samples, one for each kind of generalization.
Alternative I - Subclasses referencing Superclass: A complex datatype is
defined for the superclass consisting of the superclasses’ attributes and a typed
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Figure 2. Mapping Generalization using Alternative I

table is created based on the datatype. The key attribute of the superclass is
the primary key. More datatypes and typed tables are defined likewise for each
subclass. Each subclass-datatype contains an additional attribute for referencing
the superclass. Alternative I is shown in figure 2.
Alternative II - Subclasses containing complex datatype of Superclass:

A complex datatype is defined for the superclass’ attributes. A table is created for
each subclass containing the specialization attributes of the subclasses and one
attribute defined on the superclass datatype (figure 3). Alternative II can’t be
used for partial generalizations. Entries of the superclass without correspond-
ing entries in a subclass are lost, because there is no table where they fit in.
With an overlapping generalization the attributes of the superclass are stored
redundantly, complicating maintaining data consistency. Therefore, alternative
II should not be used if the superclass has many and/or volatile attributes.
Alternative III - Single Relationship containing complex datatypes of

Super-/Subclass with distinction attribute: A complex datatype is defined
for the superclass’ attributes as well as for the attributes of each subclass. One
table is created whose attributes are defined on the complex datatypes. One
additional attribute is needed in order to assign a data record to one of the
subclasses. The result is shown in figure 4. Alternative III can only be used for
disjoint generalization because the distinction attribute is single value. When
many subclasses with many attributes are given, there will be many empty at-
tributes in the table, because a data record can only be assigned to one subclass.
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Figure 3. Mapping Generalization using Alternative II
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Figure 4. Mapping Generalization using Alternative III

Both partial and total generalization are supported. When a data record is as-
signed to the superclass only, the distinction attribute is empty.

Alternative IV - Single Relationship containing complex datatypes

of Super-/Subclass with boolean distinction attributes: This alternative
is similar to alternative III. The difference is the definition of the distinction at-
tribute: a complex datatype is defined with one boolean attribute representing
each subclass. This datatype is assigned to the distinction attribute. The value
”TRUE” must be given to every boolean attribute which represents a subclass
the data record belongs to. This principle is shown in figure 5. It is possible to
resolve overlapping generalizations in alternative IV, using all of the attributes
of the complex distinction column. Partial generalization is valid too: the value
”FALSE” is assigned to the boolean attributes for every subclass. Alternative
IV is best qualified for total, overlapping generalizations. Partial and disjoint
generalization is possible, but results in a table containing many NULL-Values.
Alternative V - Single Relationship containing complex datatypes of

Super-/Subclass with multivalue distinction attribute: The relation of
alternative V looks very much like alternative IV, except for the definition of the
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Figure 5. Mapping Generalization using Alternative IV

distinction attribute. Alternative V has a single multivalue distinction attribute.
One value is assigned to the distinction attribute for each subclass the record
belongs to. The resulting table is shown in figure 6. When selecting data all
values of the distinction attribute must be checked to find out if the data record
belongs to a specific subclass. Partial, total, overlapping and disjoint general-
ization is possible, but partial and overlapping generalization should be avoided
due to the great number of NULL-values.
Alternative VI - Inheritance offered by DBMS: Alternative VI uses the
inheritance enhancements offered by the DBMS. A complex datatype is defined
for the superclass. For every subclass a subordinate complex datatype to the
superclass is defined. Every attribute, method and function is inherited from
the supertype to the subtype. Typed tables are defined on the various complex
types. The resulting hierarchy is shown in figure 7. The resulting tables corre-
spond to the relations shown in figure 3, with one additional typed table, defined
on the complex type of the superclass. The difference between alternative II and
alternative VI is the point in time at which inheritance takes place. With al-
ternative II, the attributes of the superclass are assigned to the subclass table
when the column based on the complex datatype of the superclass is created. In
alternative VI the superclass attributes are already inherited by the DBMS at
the definition of the subordinate complex datatype, before creating any table.
Total, partial, overlapping and disjoint generalizations are supported. A partial
generalization has no entries in the typed tables of the subclass, as well as a
total generalization has no entries in the superclass table.

Alternative VII - Inheritance offered by DBMS with not-instantiable

root type: Alternative VII is the same as alternative VI, but the complex type
of the superclass is created as ”not instantiable” meaning that no typed table
can be defined on it. The subordinate datatypes still inherit all attributes and
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Figure 6. Mapping Generalization using Alternative V
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Figure 7. Mapping Generalization using Alternative VI

methods from the not-instantiable supertype. The resulting tables are the same
as in alternative VI, without the typed table for the superclass. Partial gen-
eralization is not supported, because a data record which doesn’t belong to a
subclass doesn’t fit into one of the defined tables.
These seven alternatives can be used on every object-relational DBMS provided
that it offers complex datatypes, multivalued attributes and structural inheri-
tance. In a relational system there are only four alternatives for mapping gener-
alization. The designer has to decide which alternative to choose. The choice is
somewhat limited by the above mentioned characteristics of the generalization.

If there are still alternatives left after classifying the generalization, the trans-
action profile and datavolume tables are consulted. Unfortunately, this often
doesn’t narrow the selection of alternatives, because it’s difficult to rate a logical
access to a table with object-relational enhancements. The actual physical struc-
ture is different for every DBMS and it cannot be assumed that logical writes
and reads are a suitable approximate value for their object-relational physical
counterparts. A performance test can help to make the final decision. The next
section shows the results of a performance test, made for the different alterna-
tives on the DBMS Oracle 9.2.0.
Oracle offers one additional alternative (alternative VIII). Like alternative VI
a type hierarchy of complex datatypes is build. But only one typed table, de-



fined on the superclass type, is neccessary. Data records belonging to a subclass
type can be inserted into this table using the corresponding type constructor.
Selections must state the datatype of the result set. The DBMS offers the two
functions ”VALUE” and ”TREAT” which are used for this purpose.

3 Benchmarks

The eight possibilities offered by Oracle are now investigated with regard to
their costs and relative runtimes. The experiments were made with the following
conditions: we were only interested in the relative performance of the different
variants, so we do not show absolute values. We did not tune the system for
improving the different variants but used the general settings, and we did not
elaborate on the physical level. To decide which of the several alternatives is
suitable for a specific problem we made a small performance test. The system
was a PC with an Athlon XP 1800+ processor, 256 MB RAM with Windows
2000. The DBMS was the Oracle 9.2.0 standard installation without any physical
tuning measures. From a fictive transaction profile we chose six transactions,
which we run against the database:

– T1: selects data from the superclass and exactly one subclass, e.g. name,
account number and balance of a customer

– T2: selects data from the superclass and both subclasses (only possible for
overlapping generalization), e.g. name, balance, salary and department of
clerks, that also have an account

– T3: selects data from the superclass only, e.g. customers older than 30 years

– T4: selects data with an aggregate function, e.g. average balance

– T5: adds a new customer (who is no clerk)

– T6: modifies an existing customer (who is no clerk)

We compared costs and relative runtimes of the reading transactions T1
to T4 and the writing transactions T5 and T6 separately. The tests were made
with different datavolumes, beginning with 40.000 persons. 10.000 are customers,
10.000 are clerks, 10.000 are both customers and clerks and 10.000 are neither
customer nor clerk. This scheme was repeated four times, adding 40.000 persons
each time until we reached 160.000 persons.
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Figure 8. Results of alternatives I, IV, V and VI with regard to minimal cost and

runtime

3.1 Alternative I, IV, V and VI

The first comparison was made for overlapping, disjoint, partial and total gener-
alization, which leaves the alternatives I, IV, V and VI to investigate. For every
transaction we measured the costs of the access plan and the runtime in seconds.
Alternative I was realised in Oracle with object tables and references. Alterna-
tive IV used a single relation with a complex datatype as distinction attribute.
Alternative V was implemented with a VARRAY as distinction attribute. Alter-
native VI uses the structual inheritance offered by Oracle. The queries T1, T2,
T3 and T4 where run against the different relations. An overview of the results,
which can be used as a help for choosing the best alternative, is shown in figure
8. For details about cost and runtime, check figure 11 in the appendix.

T1 - Superclass and exactly one subclass Transaction T1 was the first
to be measured. Whichever metric is more important, minimal cost or minimal
runtime, another alternative has better values. For minimal costs, alternative VI
has to be chosen, regardless of the amount of data. With a large quantity of data
records it also has the best runtimes. However, alternative I has significant better
runtimes for small data sets, but it also requires the highest cost. Alternative
IV is the middle for both cost and runtime. The costs of alternative V where
extremly high due to accessing the VARRAY and it also had the worst runtimes.

T2 - Superclass and serveral subclasses The same applied to transaction
T2. The costs of alternative V were about 300 times higher than the costs of the
other alternatives, the runtimes where average. Alternative IV and VI needed
the same costs. Alternative I started with low costs for few data records but
the costs exploded with the number of records. Therefore alternative IV or VI
should be chosen for minimal costs. For minimal runtime, alternative I is best
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Figure 9. Results of alternatives II and VII with regard to minimal cost and runtime

suited, especially when dealing with small amounts of data, needing about half
the time of the other alternatives.

T3 - Superclass only For transaction T3 the decision is a hard one when
considering minimal costs. The cost of alternative I and IV are nearly the same
whereas alternative VI needs significant higher costs especially for large data
sets. Suprisingly the costs of alternative V are average for T3 and they stay
constant regardless of the amount of data. Considering runtimes, alternative I
and VI need about half the time of alternative IV and V for small data sets. For
large relations alternative I has the best runtimes combined with very low costs.
T4 - Transaction with aggregate function Transactions with an aggregate
function favour alternative I, with both minimal costs and runtimes. The costs
for alternative V remain constant regardless of the amount of data, but are very
high from the beginning. Alternative IV and VI need average costs. Runtimes
of alternative V are slightly worse compared with alternative I. The runtimes
of alternative IV and VI are much worse and they are highly influenced by the
number of data sets. The performance tests showed, that for minimal runtimes
alternative I is mostly the right choice, except when using transactions, which
select from the superclass combined with exactly one subclass, on large data sets.
In this case alternative IV should be used. If it’s most important to minimize
costs, alternative IV should be favoured for different transaction categories.

3.2 Alternative II and VII

If partial generalization is prohibited the choice should be made with alternative
II and alternative VII. Alternatives I, IV, V and VI can also be used. In this
case the application is responsible to prohibit partial generalization. The queries
of T1, T2, T3 and T4 were run against the alternatives. Detailed information
regarding cost and relative runtimes are shown in figure 12 in the appendix.



T1 - Superclass and exactly one subclass For T1, accessing the super-
class and exactly one subclass, the alternatives II, VI and VII nearly have the
same costs, with a linear cost trend. It begins with low costs for a small amount
of data and rises continually with the number of records. For minimal runtime
alternative I has the best value for small datasets. For large datasets the runtime
of alternative II, IV, VI and VII is the same.

T2 - Superclass and serveral subclasses Queries like T2 have higher
costs for all alternatives, due to the additional joins that must be made. Alter-
native I has the lowest costs for small datasets, but the highest one for large
datasets. Alternative V has immense costs and is therefore not recommended.
The remaining alternatives basically all need the same cost with minimal differ-
ence. Considering minimal runtimes, alternative I is the best in all cases.

T3 - Superclass only For transactions, that access the superclass only,
alternatives I and IV provide minimal costs regardless of the amount of data.
For minimal runtimes alternative VII should be chosen for small datasets, for
large datasets alternative I has best runtimes.

T4 - Transaction with aggregate function The results are somewhat
different for transactions using an aggregate function (T4). The costs rise linear
depending on the amount of data for all alternatives, but alternative I needs
the lowest costs of all. Regarding minimal runtimes alternative I or II should be
chosen for small datasets, for large datasets alternative I or V is recommended,
but it should be considered that alternative V needs extremely high costs.

The analysis shows a similar cost and runtime behaviour for alternatives II
and VII, which is not very suprising. The structure of the tables of both alterna-
tives is identical, but the tables are constructed using different object-relational
facilities, which explains the similar cost and runtimes. In many cases the al-
ternatives II and VII only have average results. For minimal costs the choices
vary depending on the kind of transaction, for minimal runtimes alternative I is
always recommended, except for transaction T1 with large datasets.

3.3 Alternative III and VIII

Alternative III and VIII do not support overlapping generalizations. Therefore
only transactions that access the superclass and exactly one subclass or the su-
perclass alone and transactions with an aggregrate function where investigated.
Alternative III is a single relation containing the super- and subclass attributes
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Figure 10. Results of alternatives III and VIII with regard to minimal cost and runtime

as complex datatype. Alternative VIII makes use of the possiblity offered by
Oracle to insert records of a subtype into a table defined on the supertype. The
alternatives I, IV, V and VI can also be used, in this case the application is
responsible for forbidding overlapping generalization. An overview of the bench-
mark results is shown in figure 10. For detailed graphical representation of the
cost behaviour and for a table with relative runtimes, refer to figure 13.

T1 - Superclass and exactly one subclass For queries accessing the
superclass and exactly one subclass the cost trend is linearly rising with the
amount of data for all alternatives. For small datasets the costs are nearly the
same for all alternatives, for large amounts of data alternative VI should be
chosen. Alternative III clearly has the best runtimes regardless to the amount of
data, followed by alternative VIII. It should be taken into account that queries
for alternative VIII are complex to write and difficult to read, due to the use of
the functions VALUE and TREAT.

T3 - Superclass only Transactions that select data only from the superclass
also have a linear cost trend depending on the amount of data. Alternatives III
and VIII provide minimal costs. For small datasets alternative VIII also has
the best runtimes, whereas for large amounts of data alternative I minimizes
runtimes.

T4 - Transaction with aggregate function For transactions with aggre-
gate functions alternative I should be clearly favoured with regard to minimal
costs. For small datasets alternative I and III have minimal runtimes and for
large datasets alternatives I and V.

T5, T6 - Inserting and Updating If data creation and modification are
the most frequent transactions, their cost and runtimes should be considered
for deciding between various alternatives. The runtimes are so insignificant, that
they are not further considered.



If the data is frequently modified alternative I should never be chosen. The
costs are much higher compared to the other alternatives. The same is valid if a
data record is created, only alternative V has similar high costs, due to accessing
the VARRAY. The bad results of alternative I are explained by the way a data
record is created. First, an entry is created in the superclass table. After that the
OID of the new record must be selected and transformed into a reference, before
the corresponding subclass-entry can be created. When updating a record, the
reference between subclass and superclass has to be resolved in order to find the
correct subclass-entry, so both inserting and modifying are timeconsuming and
expensive operations when using alternative I. Alternative I had good results for
querying data, but if data is frequently changed, alternative VI should be chosen
for minimal costs.

Alternative II or VII are valid, if partial generalization is not allowed, but
the alternatives I, IV, V and VI can also be used. Alternatives II, VI and VII
have the best costs for inserting data. For Updating the costs for all alternatives
are minimal, except for alternative I which has been explained before.

For disjoint generalization, alternative III and VIII are suitable, but the
alternatives I, IV, V and VI can also be used. Just like before the costs for
updating data are the same for all alternatives, except for alternative I. For
inserting alternative VI is best suited, followed by alternative III and VIII.

4 Conclusions

We reported on an experimental analysis of design choices for mapping gener-
alization to the logical schema of an object-relational database with the aim to
assist database designers in achieving logical data models with good performance
characteristics.

We provided a set of rough recommendations for a specific database man-
agement system but in particular we showed that the differences between logical
designs are surprisingly high and that the transaction and data volume profile is
very important for designing an object-relational database. Different transaction
categories require different alternatives for optimal results with regard to costs
and runtime. Specific benchmarks are often necessary to avoid poor performance.
There will not be an easy set of rules for logical design as for relational models.

From these experiments and another set of experiments on a different database
management system we can conclude the following more general results:



– The performance differences of the different choices are great - sometimes in
orders of magnitude.

– The performance champions change considerably with the size of relations.
– There are great differences in the performance of the same mapping alter-

natives in different DBMS.
– Mapping alternatives perform quite differently for different types of queries.

Logical design for object-relational databases is much more complex than for re-
lational databases. Differences between DBMS and the actual transaction profile
and data volumes have a greater effect on performance. Detailed performance
analysis will be needed for logical design to reach high performance.
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Figure 11. Cost and relative runtime for I, IV, V and VI
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Figure 12. Cost and relative runtime for II and VII
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Figure 13. Cost and relative runtime for III and VIII




